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Experimental ResultsDense Video Captioning with Cross-Modal Memory Retrieval(CM	𝟐)At One Glance
We address challenging Video Localization and Description tasks 
by proposing a novel framework based on 

     “ How Humans Recognize,
                                Remember and  Recall. ”

Our Contributions:
1. Inspired by the human cognitive process, we introduce a new 
dense video captioning method with cross-modal retrieval from 
external memory. 
2. We propose a versatile encoder-decoder structure that can  
learn cross-modal correlation and inter-task interactions.
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• We focus how to improve event localization and captioning from untrimmed video with prior 
knowledge memory bank. 

• For this, we propose two sections
 1) Cross-Modal Retrieval for semantic clues   and   2) Leverage them with the Versatile Structure 
• We construct an external memory by encoding sentence features from the training data of  in-

domain target dataset.

• We divide the video into W temporal anchors and retrieve for each anchor, then aggregate. 
• To leverages the retrieved semantic information for both localization and captioning tasks, we 

design a versatile encoder-decoder architecture and a modal-level cross-attention method.

ü Our model achieves comparable performance without pretraining on 
large video datasets. 

ü It can be observed that memory retrieval effectively references meaningful and 
helpful sentences from memory for each event.  

ü As a result, our method generates relatively accurate event boundaries and captions.


